Asian Research Journal of Mathematics

15(1): 1-14, 2019; Article no.ARJOM.50672
ISSN: 2456-477X

Rosenzweig-Macaurther Model with Holling
type 1I Predator Functional Response for
Constant Delayed Migration

Apima B. Samuel! , Lawi O. George?
and Nthiiri J. Kagendo?

! Department of Mathematics and Statistics, Kaimosi Friends University College, Kenya.
2 Department of Mathematics, Masinde Muliro University of Science and Technology,
Kenya.

Authors’ contributions

This work was carried out in collaboration between all authors. ABS designed the study,
performed the statistical analysis, wrote the protocol, and wrote the first draft of the
manuscript. LOG and NJK managed the analyses of the study. All authors read and
approved the final manuscript.

Article Information

DOI: 10.9734/ARJOM/2019/v151130140

Editor(s):

(1) Dr. Ruben Dario Ortiz Ortiz, Universidad Michoacana de San Nicolas de Hidalgo
Instituto de Fisicay Matematicas, Michoacan, Mexico.

Reviewers:

(1) Changjin Xu, Guizhou University of Finance and Economics, China.

(2) Samuel Opuni-Basoa, Ghana Technology University College, Ghana.

(3) E. Ahmed, Mansoura University, Egypt.

Complete Peer review History: http://www.sdiarticle3.com /review-history /50672

Received: 05 June 2019
Accepted: 15 August 2019
Original Research Article Published: 29 August 2019

Abstract

Predator-prey models describe the interaction between two species, the prey which serves
as a food source to the predator. The migration of the prey for safety reasons after a
predator attack and the predator in search of food, from a patch to another may not
be instantaneous. In this paper, a Rosenzweig-MacAurther model with a Holling-type II
predator functional response and time delay in the migration of both species is developed
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and analysed. Stability analysis of the system shows that depending on the prey growth
and prey migration rates either both species go to extinction or co-exist. Numerical
simulations show that a longer delay in the migration of the species leads makes the model
to stabilize at a slower rate compared to when the delay is shorter. Relevant agencies like
the Kenya Wildlife Service should address factors that slow down migration of species,
for example, destruction of natural habitats for human settlement and activities, which
may cause delay in migration.
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1 Introduction

Given at least two species (especially animals), and considering the fact that all animals
must eat to live, then all these species must interact either with other animals or with
plants. Therefore when one species (the prey) acts as a food source to the other species
(the predator), the model describing these dynamics is referred to as a predator-prey model
1, 2].

A classical predator-prey model is the Lotka-Volterra model which represents the predator-
prey interaction in a homogeneous environment. The Lotka-Volterra model assumes that
the environment will always be homogeneous, but that is not the case since the environment
is made up of many patches which are connected by migration [2, 3, 4, 5]. Migration occurs
when a species moves from one patch to another due to some unfavorable conditions in
its initial patch, for example, intraspecific competition, predation, overpopulation of either
species in a patch, environmental factors like drought, human activities like logging among
others. Migration can either be constant or variable. For constant migration, the number of
species moving per unit time is a constant fraction of the population of the species in a given
patch while for variable migration, the number of species moving per unit time is dependent
on the density of the other species in that patch and other factors, see for instance [6, 7).

The classical predator-prey models assume that in the absence of predation, the prey will
grow in the Malthusian way (unboundedly). This is not realistic because, apart from
predation, other factors such as limited food resources, diseases and poaching may affect the
prey population(as suggested by [6]). This necessitates an inclusion of a variable that will
make the model to be bounded from above (the population not to explode), this variable
is known as the carrying capacity. The carrying capacity is usually determined by the
available sustaining resources . The resulting model is referred to as a Predator-Prey Model
with logistic growth [2]. Examples of Predator-Prey Models with logistic growth are Verhulst
Model [1, 2] and Rosenzweig and MacArthur Model [8, 9, 10].

Time delays have mainly been incorporated in the interaction part of the predator-prey
models and not in the coupling terms, for instance see [11, 12, 13, 14, 15, 16]. Abdllaoui et.
al [3], Comins and Blatt [17] and Mchich et. al [4] in their models assume that migration of
these species is instantaneous, that is, the prey migrate immediately after a predator attack
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and the predator migrate after lacking their food source. In reality, this may not be the case
since the species can meet different barriers like a swollen river, an infrastructure through
the natural habitat or even decide to wait for their family to migrate together as it is seen
when the wildebeest migrate. These barriers, therefore dictate the inclusion of a time delay
in migration of these species [5, 6, 18].

In this paper we develop a predator-prey model with logistic growth for the prey density, a
Holling type II predator functional response and constant delayed migration for both species.

2 The Model

The proposed model uses the framework of the Rosenzweig-MacAurther predator-prey system
with a Holling-type II predator functional response, where these two patches are coupled
via migration, given by,

(0 = atnat—7) = m©) +m (n- 7 - ),

pt) = ﬁ(pz(t—T)—pl(t))Jr%—dlpl,

ho(t) = a(n(t—7) —na(t)) + 1o (TQ(l?g)?ﬁ%z)’

pa(t) = B(pl(t*'r)*p2(t))+%fd2p2. 1)

Where ¢ = 1,2 is the patch number, n; = n;(t) and p; = p;(t) are the prey and predator
densities at time t, respectively. The parameter r; denotes the prey intrinsic growth rate,
The prey carrying capacity is denoted by K;. The constant d; is the natural mortality
rate of the predator population. The predation parameter is denoted by B; and the prey
capturing rate is denoted by A;. The constant § denotes the predator migration rate, «
is the prey migration rate and 7 represents a time delay in the migration of both the prey
and predator.

3 Model Analysis
Let Z;(t) := (nl(t),pl(t)> , i =1,2, then Equation (1) becomes,

Zi(t) = (Zi(t—7) = Zit)y + filZi(1), i# ], (2)

where, v = (a )" and

mmm:<m@“‘%—fgj)

i1
BI?—F:H o dipi

Let Z(t) := (Z1(t), Z2(t)) and f(Z(t), Z(t—7)) represent the vector field on the right hand
side of Equation (2), thus Equation (2) becomes,

Z(t) = f(Z(1), Z(t — 7)) 3)
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Let C =C([-7,0],R?*) be a Banach space equipped with the sup norm, ||| = sup|é(6)| <
r, (0 <r < o0), for 6 € [-7,0] and where |¢(6)| denotes a Euclidean norm of ¢(0).
Let the initial condition be given by,

p(t) == Z(t) |i-r0) (4)

where ¢ € C'. Since f(Z(t),Z(t — 7)) € C(R* x C,R*), Equation (3) subject to Equation
(4) has a unique solution. For more on existence and uniqueness of solutions, see for instance
Hale & Lunel [19].

We wish to exploit the symmetries in the coupling terms of the linear part of Equation (2),
that is;

which can be represented by two invariant manifolds. We will study the dynamics of these
two invariant manifolds. To obtain these invariant manifolds, an application of the Laplace
transform methods in complex variables to the terms describing migration in Equation (2)
is required. For us to get the Laplace transform, an exponential estimate of the solution of
the Equation (5) should be bounded.

3.1 Exponential boundedness
We now prove that Equation (5) is exponentially bounded.

Lemma 3.1. The solution of Equation (5) subject to the initial condition in Equation (4)
for t >0, satisfies,

| Z(t) IS (1 + Ar)e* [ ¢ |, (6)
where | .| denotes a sup norm in R as well as a matriz norm.
Proof. Let (O(é)i ﬂO) = A;. Equation (5) can be written as,
7
o (A1 0 0 A _
Z(t)-( 0 _A2>Z(t)+(A2 0 >Z(t T). (7)

The solutions of Equation (7) subject to initial condition in Equation (4) satisfy,

Z(t) = (0) +/OT <£2 “(‘)1) go(s)ds+/0t{ (22 /(1)1) Z(s - 7)
_ (“(‘)1 £2> Z(s)}ds.
Therefore,

t
IZ(t)|S|<ﬂ|+A|</JIT+2A/ | Z(s) | ds,
0
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:(1+A7—)|gp|+2/0 Al Z(s) | ds.

0

Aq
Where ( 0 A

) = A. Since (1+ A1)y is nondecreasing, by Grownwall’s inequality,

+

| Z(t) |I< (1+ AT)eacp(/O/QAds) | o |= (14 Ar)exp(2A4t) | ¢ | .

O

Since Equation (5) is exponentially bounded, we will now find the characteristic equation
so that we can be able to show that Laplace Transform of Equation (5) exists.

3.2 Characteristic equation of the coupling terms
To obtain solutions of Equation (1), we assume a solution of the form
Z(t) = eMe, (8)

where ¢ € R* with ¢ a nonzero 4 by 1 column vector. Substituting Equations (8) into
Equation (5), we obtain the characteristic equation

(a+N2(B+N?+a2B%e ™ — (a+2)?B% 2 — (B+)N)2ae 2 =0. (9)

3.3 Invariant manifold

We now show that solutions of Equation (5) define two semi-flows on two two-dimensional
invariant subspaces of R*. Taking the Laplace transform of Equation (5), we get

(M S (B8)-(28)

g 2 . Equation (10) is symmetric in nature. On simplifying equation (10),
adding the set of equations involving Z(0) to Z1(0) in equation (10), we obtain

where v =

(—IoA = Iy + Lye ") (Z1(A) + Z2(N)) = Z1(0) + Z2(0). (11)

On simplifying equation (10) by subtracting the set of equations involving Z5(0) from Z;(0)
in equation (10), we obtain

(712)\ — Ig’y - IQ’Y@iAT)(Zl(A) - Z2(>\)) = Zl(()) — ZQ(O) (12)

The Matrix (—I2A — Iyy + 1276_)‘7)_1 is non-singular when A is such that (=LA — vy +
ve A7) # 0 and (—\—7 —76’“)71]2 is non-singular when A is such that (=X — vy —
ve~*7) # 0, thus the inverse Laplace transform for Equation (11) and Equation (12) is

(Z1(A) + Zo(N)) = L7H(=A — v+ 7ve ) 12) " HZ1(0) + Z2(0)),
(Z1(N) = Zo(N) = L7H(=XA = v —ve ")) " HZ1(0) — Z2(0)). (13)



Samuel et al.; ARJOM, 15(1): 1-14, 2019; Article no. ARJOM.50672

We have two manifolds; the symmetric manifold denoted by ©-manifold where Z;(t) =
Z5(t) and the asymmetric manifold denoted by II-manifold where Z;(t) = —Za(t).

Let us now define two linear subspaces of R*

0 = {(Z:(t), Z2(t)), Zi(t) € R : Zy(t) — Za(t) = 0},
I = {(Z:(t), Zo(t)), Zi(t) € R* : Zy(t) + Za(t) = 0}. (14)

To simplify the study of Equation (1) on these manifolds, we introduce a change of coordinates
defined by,

1 1
Uy = §(n1+n2)7 U1 = §(p1+p2)’
1 1
Ug = 5(711 —ng), v 1= 5(7)1 = p2)- (15)

With the assumption that the predator and prey species are of the same type regardless
of the patch, we take r1 = r9 ;== r, Ay = Ay := A, By = By := B, di = dy := d,
ap =ag:=a, K1 = Ky := K and (8, = 3 := . Using the transformation in Equation
(15) in Equation (1), we obtain,

. r 9 9 Buyvy + udvy — ug(—ugvy + Bug)
Uy = Oé(ul(tT)Ul)+K<K“1“1“2>A< (uy + B)2 —u2 ’
. Busvs + (u1 (B +uy) — u3)vy

= t—17)— —d
U1 6(”1( T) U1)+ (B+U1)2 —U% U1,
. r Buavy + ui (B + u1)ve — udvg

= —afus(t - Z( Kuy —2 A
Uz a(uz(t —7) +uz) + K ( Uz U1U2> ( (uy + B)? — 2 )

B B —u?

vy = —Bvat —7) +v2) + ugor - (ua(B Fw) Zuplva dva,

(B +u)* —u3
(16)

where u; = u;(t) and v; = v;(t), ¢ = 1,2. The linear subspace in Equation (14) becomes
T = {(u1,v1,0,0) € R*: (ug,v;) € R?},

O = {(0,0,u2,v2) € R* : (ug,vs) € R?}.

On both IT and © the system reduces to two dimensional systems of the form

- (a0 _ —a+r— ES:
and
v —Q 0 —a+r 3271’7_2“%
UQ—(O _ﬁ>U2(t—7)+( 0 7ﬂ*d )UQ, (18)

respectively. U; = (u;,v;)T
Next we examine the stability of solutions on the two manifolds, this will help us predict
long-term behaviors of solutions of Model (1).
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3.4 Asymmetric manifold

On solving the system in equation (17), we let U (t) = eMC} , then we obtain the following
characteristic equation,

(™ —a+r—N)(Be ™ - —d—N) =0. (19)
We will use the following theorem to show the nature of solutions for Equation(17)
Theorem 3.1. For all 8 and d, equation (17) has
(i) a sink at the origin for a >r,

(i) a saddle at the origin for o <r,

(#ii) a periodic solution for o=

Proof. Using the first factor of equation (19), we have

(e™ —a+7r—A) =0. (20)
Let
z=A+a—1)T. (21)
Then equation (20) becomes
z = are 77T, (22)

The following lemma will be used to simplify equation (22)

Lemma 3.2. The equation z = be™? has simple pure imaginary roots,

z=1i(n/2+ 2mm), for b= —(mw/2+ 2mm),

z=0, for b=20,

z=1i(r/24+ 2m+ 1)7), for b= (w/2+ (2m+ 1)7),
where m = 0,1,2,... and there are no other purely imaginary roots.

Using Lemma (3.2) where b = are™ """ > 0, we get z = i(7/2 + (2m + 1)« for
are” "= = (7/2 + (2m + 1)7) . Equation (21) becomes

i(r/2 4+ (2m + 1))

A= - —a4r (23)
Equation (23) has
(i) roots with positive real parts for a < r
(ii) roots with negative real parts for a > r
(iii) purely imaginary roots for a =r.
For the second factor of equation (19),
(Be™™ —B—d—\)=0. (24)
Let
z=(A+pB+d)T. (25)
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From Lemma (3.2), equation (25) becomes

i(r/2+ (2m+ 1)m

A= —B—d.

(26)

Equation (25) has roots with negative real parts for all positive 8 and d
The results for equation (19) therefore becomes

(i) a saddle at the origin for « < r, meaning that, when the prey migration rate is less

(iii)

than the prey growth rate, then the prey population becomes extinct, due to the fact
that the prey do not migrate in large quantities after a predator attack leaving a big
fraction of the prey density vulnerable to other predator attacks and thus diminishing
the prey density to extinction after some time. This will lead to the extinction of the
predator population after some time due to their lack of food.

a sink at the origin for o > r, implying that, when the prey migration rate is greater
than the prey growth rate, the two species will coexist. This is as a result of the prey
migrating in large densities after a predator attack thus reducing the danger the prey
density faces.

a center for aw = r, that means that, when the prey migration rate is the same as the
prey growth rate and the predator migration rate is equal to the predator carrying
capacity, then a periodic solution for these species occurs. The prey and predator
densities will be dependent on the other species, the prey population is governed by
the availability of sustainable resources and the predator density in a given patch
while the predator species is dependent on the availability of their food source.

O

3.5 Numerical analysis for Asymmetric manifold

The following parameter values, adapted from Apima [6], are used in simulating the graphs
of equation (17), K =250, A=0.3, B=3, d=0.4, § = 2.792403. The initial population
densities are given by u; = 240 and v; = 80. Simulations for the asymmetric manifold

gives,

Population
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a
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Fig. 1. a<r, a=0.1, r=0.6,

Lo w0l |
\ v, (0 1

u,
v, | 4
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[
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Time

60 70 80 90 100 50

50
Time

Fig. 2. a<r, a=01, r=06, 7=2.
T7=0.1.

When the prey migration rate is less than the intrinsic growth rate (a0 < ), the prey
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density becomes extinct after some time as shown in Figure 1 and Figure 2. This leads to
the predator density also becoming extinct since it does not have any source of food. A
longer delay makes the predator and prey species become extinct at a slower rate compared
to when the delay is short. This is due to the fact that the prey species migrates at a
slower rate, meaning few prey migrate, and those migrating face barriers which affect their
migration and thus they remain the given patch for some more time and this in turn provides
food for the predator density.

@
I}
s}

I
9]
S)

Population
©
i<}
o

. | — RN
Ve \ // /
200 \
/ / \ / \
/ [ \ / \
\ / \ / \ / \
100 | | / / \ 100 / \
\ / / | \ \
\ / \ \ /S \.
\ Y, / \ 50 \
\ /
0 /A | - \ — y / \
o 20 40 60 80 100 120 140 160 180 200 o i s — —~—
Time o 50 100 150 200 250 300
Time

Fig. 3. a>r, a=15, r=0.6,

Fig. 4. a>r, a=15, r=06, 7=2.
T=0.1.

In Figure 3 and Figure 4, the prey migration rate is greater than the intrinsic growth rate
(a > 7). The predator and prey densities coexist. These populations oscillates, where both

densities are dependant on the available sustaining resources. A longer delay slows down
the decrease or increase of a given species.

450 . . . . . 350 . . . . .
400 ‘l‘ ﬂ\ e i oo
H ‘\‘ v, s00b | ‘ | ‘ v,0 |
| |
30l || | [ 1 I [
| [ [ |
| [ [l 2501 | | || 1
300 | [ I 4 ~ \ ~ |
| | [\ | |
S 250t ‘w “ “ | “ § 200 / | \[
g | ~N ~ 5 [ \
2,0l | [ V] \ ’ H [ [
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Time Time
Fig. 5. a=r=06, 7=0.1. Fig. 6. a=r=0.6, 7=10.

In Figure 5 and Figure 6, the prey migration rate is equal to the intrinsic growth rate
(a = r). The predator and prey densities will oscillate. The prey density will depend on
the availability of food and its safety from predation while the predator density will depend
on the availability of the food source. A longer delay slows down the change in population
of a given species.
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3.6 Symmetric manifold

Similarly, on solving the system in equation (18), let Us(t) = e*Cy, then the following
characteristic equation is obtained,

(—ae™ —a+r—=A)(=fe N —f—d—\)=0. (27)
The following theorem is used to show the behaviour of solutions for equation (18),

Theorem 3.2. For all values of 8 and d, equation (18) has
(i) a sink at the origin for a > r,
(ii) a saddle at the origin for a <r,

(iii) a periodic solution o =r

Proof. Using the first factor of equation (27), we have

(—ae ™ —a+7r—\) =0. (28)
Let
z=A+a—1)T. (29)
Then equation (28) becomes
2= —are Fel 7T, (30)
Using Lemma (3.2) where b = —a7e(™"")7™ > 0, we get 2 = i(7/2+2mm) for —are~"T)7™ =

—(m/2 4+ 2mm) . Equation (29) becomes

o Mmf2ddmn) (31)

-
Equation (31) has
(i) roots with positive real parts for a < r
(ii) roots with negative real parts for a > r
(iii) purely imaginary roots for o =r.

For the second factor of equation (27),
(=B =B —d—\) =0. (32)

Let
z=(A+p+d)r. (33)
From Lemma (3.2), equation (33) becomes

i(m/2 4+ 2mm)

A= —p—d. (34)

Equation (34) has roots with negative real parts for all positive 8 and d The results for
equation (27) therefore becomes

10
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(i) a saddle at the origin for o < r, meaning that, when the prey migration rate is
less than the prey growth rate, then model becomes unstable. Therefore, the prey
population becomes extinct which makes the predator population to be wiped out
after some time due to their lack of food.

(ii) a sink at the origin for o > r, implying that, when the prey migration rate is greater
than the prey growth rate, then the model is stable and therefore the two species will
coexist.

(iii) a center for either o = r, meaning that, when the prey migration rate is the same as
the prey growth rate, a periodic solution occurs.

O

3.7 Numerical analysis for Symmetric manifold

The following parameter values, adapted from Apima [6], are used in simulating the results
of equation (18), 8 =2.792403, B =3, d = 0.4. The initial population densities are given
by ue =240 and vy = 80. Simulations for the Symmetric manifold gives,

10 11
14 220 . . 14 220 . . . . . . . .
u ©® ‘J u @ |
12F v,0 | ] 12r v, (0 “1
|
| |
10 - ‘\L 10 \“’
| |
| |
8 sl B
c c |
2 2
< 6t | <6
s / g |
a / a /
ar / 4 /
/ /
/ /
2t /A 2F /
e /
0 — 0 —
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
Time Time
Fig. 7. a<r, a=0.1, r=0.6, Fig. 8. a<r, a=0.1, r=0.6,
7=0.1. T=1.5.

When the prey migration rate is less than the intrinsic growth rate (o« < r), the predator
density becomes extinct leading to the prey density growng exponentially. This is an unstable
case. A longer delay makes the population increase as seen in Figure 8 compared to Figure
7.

When prey migration rate is greater than the intrinsic growth rate (« > r), the two densities
stabilize at zero as seen in Figure 9. Implying that the prey and predator densities in the
two patches are equal (using equation (15)). With a longer delay, the populations oscillate
as seen in Figure 10, when the population is positive, then the population in patch one is
greater than the population in patch two and when the population is negative, then the
population in patch one is less than the population in patch two.

11
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Time Time
Fig. 11. a=r=06, 7=0.1. Fig. 12. a=r=06, 7=1.5.

In Figure 11 and Figure 12, the prey migration rate is equal to the intrinsic growth rate
(a = 1). The two densities stabilize at zero after some time. A longer delay introduces
oscillations and the time taken for the model to stabilize in this case increases.

4 Conclusion

These results show that migration plays a crucial role in the existence of the predator and
prey species. The results also show that when we have a longer delay in migration for the
species, the model stabilize at a slower rate compared to when the delay is short. The
obtained results show that the prey density is dictated by the prey migration, prey growth
rate and the carrying capacity unlike the results obtained by [5] which show that the prey
population density is dictated by the prey migration and prey growth rate. The relevant
agencies should address factors that affect the rate of migration of the predator and prey
species, for example, minimizing human settlement and activities in the natural habitats of
these species which are barriers to migration.

12
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